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Abstract—Cooperation is an ability used by particular animal species (e.g. ants) to survive in the world. In the bio-inspired robotics field, several attempts were carried out to exploit the application of cooperative strategies both to accomplish tasks otherwise impossible and to improve the global performances of the group of robots. In this paper we discuss on the emergence of collective behaviours, in groups of robots individually controlled by a cognitive architecture based on Turing Patterns. Robots can exchange information each other when specific situations are encountered: deadlock and target retrieving. This information spreading mechanism reduces the learning time and increases the final performance of the group.

I. INTRODUCTION

During the last years a considerable attention was devoted to investigate the applicability of animal cooperative behaviours in the field of mobile robotics. Nowadays, international projects have been activated to face with this problem from different perspectives, with the common aim to reach cooperation among autonomous robots to fulfil a given task.

To have an idea about the interest of the scientific community on cooperative strategies, we can mention some of the ongoing activities that approach this topic from different perspectives proposing interesting applications. The JAST Project (Joint-Action Science and Technology) is focused on building jointly-acting autonomous systems that communicate and work intelligently on mutual tasks, think to a group of manipulators that cooperate in a manufacturing process. The main objective of the GUARDIANS Project (Group of Unmanned Assistant Robots Deployed In Aggregative Navigation supported by Scent detection) is to develop a swarm of autonomous robots used to explore and search for targets in an urban ground. The IWARD Project (Intelligent Robot Swarm for Attendance, Recognition, Cleaning and Delivery) extends the principles of robot cooperation in hospitals and healthcare centres to overcome the shortages of healthcare staff. More information can be found in the EU Cognitive Systems research activity program [1].

All these projects try to propose new architectures and learning strategies to reach the overall goal. One of the paradigms largely used is based on evolutionary computation. Several works on this topic, describe a scenario in which agents learn by evolution how to handle their sensors/actuators and how to cooperate with the rest of sub-agents [7]. Emergence of behaviors happens when the co-evolution of several sub-agents converges toward an architecture suitable for the assigned task. In other words, evolutionary algorithms (e.g. genetic algorithms) can be used to specialize robots into accomplish difficult tasks that are often inspired by the insect world. An example is the Ant Colony Optimization (ACO), a methodology completely inspired by the ant’s capabilities. Ants use cooperation to solve problems otherwise impossible [2], [3].

Besides computer simulations that are the starting point of this research, real robots have been designed and tested. For instance the Swarm-bots, aimed to study new approaches to the design and implementation of self-organizing and self-assembling artifacts [4]. Key aspects that concur in designing an architecture for cooperation are the choice of sensors to be embedded in the robot and the interaction mechanisms that are at the basis of each cooperative behaviour. Interaction can be formalized at different level of complexity as a communication language that through different forms can be used to spread information, assign different tasks to each robot of the team, and so on.

This paper is located inside this fervent research activity. The results of the SPARK Project [5] have been used as starting point for this work. The main aim of the SPARK project activities was the formulation of a cognitive model, inspired by the insect brain architecture, consisting of a hierarchical structure with parallel pathways. The core of the system is the representation layer that starting from the environmental perception, creates a concise portrait of the situation by means of a Turing Pattern. It is used to modulate the system behaviour that is guided by a reward function. The learning mechanisms act at the afferent layer, to model the basins of attraction of the CNN-based dynamical system generating patterns and at the efferent layer where the meaning of the pattern is created on the basis of the mission assigned to the robot [6]. Autonomous robots, interacting with the environment, acquire information that can be used to solve an assigned task. Each robot, to improve its performance, can cooperate with the others in solving the task.

The cognitive architecture was applied both in simulated and in real roving robots as discussed in [8]. In this paper we want to demonstrate how a group of robots, each one equipped with an independent control system, can show collective behaviours when a simple communication mechanism is activated.

In the next section the basic cognitive architecture is introduced, section III describes the communication framework that constitutes the basic mechanism for the emergence of collective behaviours. Simulation results are given in section...
The sensory events are preprocessed in the Sensing Block before enter the perceptual block (Perception in figure), which forms an abstract representation of the current state of the environment. The association between this and the actual action to be performed is made by an Action Selection Network. Two learning algorithms act to build up the associations, at the afferent and at the efferent layer, driven by a reward block, called Difference Reward Function Block (DRF in figure, see text for more details).

IV and finally conclusions are drawn in section V.

II. COGNITIVE ARCHITECTURE

The whole perceptual process has the aim to transform different environmental situations into representations, triggering specific actions. These mechanisms are plasticly modified by experience. A scheme of the action-oriented perception process is shown in Fig. 1.

The dynamic processing of external stimuli is at the basis of the creation of a concise representation of the environment, fundamental aspect for the perceptual process. To implement this feature, a nonlinear dynamical system has been considered: a two-layer 4 × 4 RD-CNN, able to generate Turing patterns [9]. The dimension of the network has been fixed to 4 × 4 on the basis of other previous works [6].

The system equation are following reported:

\[\begin{align*}
\dot{x}_{1,i,j} &= -x_{1,i,j} + (1 + \mu + \varepsilon)y_{1,i,j} - s y_{2,i,j} + D_1 \nabla^2 x_{1,i,j} \\
\dot{x}_{2,i,j} &= -x_{2,i,j} + s y_{1,i,j} + (1 + \mu - \varepsilon)y_{2,i,j} + D_2 \nabla^2 x_{2,i,j} \\
y_{1,i,j} &= \frac{1}{2}(|x_{h,i,j} + 1| - |x_{h,i,j} - 1|) + 1; \quad l = 1, 2
\end{align*}\]

(1)

where \(y_{h,i,j}\) (\(h = 1, 2\)) is the output of the layer \(l\) of the cell \((i, j)\) and \(D_1\), \(D_2\), \(\mu\), \(\varepsilon\) and \(s\) are parameters of the model. To obtain the emergence of Turing patterns, it is necessary that some of the spatial modes, related to the chosen geometry, are within a “Band of unstable modes” (Bu), i.e. correspond to positive temporal eigenvalues. The conditions to obtain Turing patterns are [11]:

\[
\begin{align*}
\mu < 0 \\
\mu^2 + s^2 > \varepsilon^2 \\
\varepsilon > -\frac{d-1}{4d} \frac{d(\mu+\varepsilon)+(\mu-\varepsilon)^2}{d(\mu+\varepsilon)+(\mu-\varepsilon)^2} > \mu^2 - \varepsilon^2 + s^2
\end{align*}
\]

(2)

where \(d = \frac{D_2}{D_1}\). To satisfy the above discussed conditions, the chosen parameters have been \(\mu = -0.7\), \(\varepsilon = 1.1\), \(s = 0.9\), \(D_1 = 0.05\), \(D_2 = 15\).

The output of the sensing block sets the initial conditions for the first layer state variable of a subset of cells; all the other initial conditions are set to zero. The boundary conditions are set as zero-flux.

The RD-CNN evolves towards the condition in which all the state variables of the first layer, i.e. the \(x_{1,i,j}\), saturate at a value above 1 or below −1. In this case, each output variable \(y_{1,i,j}\) will be either 1 or −1, a condition that we consider a Turing pattern.

To simplify the following processing, we associate a simple integer code for each Turing pattern:

1) the first-layer cells are enumerated starting from the upper left-hand corner.
2) a symbolic value \(y_{\text{sim},c}\) is associated with each cell \(c\) as follows:
   - if the cell output is \(y_{1,c} = -1\) then \(y_{\text{sim},c} = 0\)
   - if the cell output is \(y_{1,c} = 1\) then \(y_{\text{sim},c} = 1\)
3) an integer code is associated with the steady-state pattern:

\[
\text{code} = \sum_{c=0}^{15} y_{\text{sim},c} 2^c
\]

(3)

To finely represent different environmental situations, it would be feasible to have a large number of Turing patterns. A trade-off between the amount of different patterns and easiness of control has to be found. The number of the emerging Turing patterns can be modified tuning the parameter \(\gamma = \frac{1}{D_1}\); by increasing such parameter, the number of possible modes to be selected increases consequently [6]. In this way, a stronger competition between the allowed modes is triggered to generate patterns. In this paper, we set the parameter \(\gamma = 20\).

Once processed the external stimuli, we reset the CNN, set the initial conditions through the outputs of the sensing neurons and let the CNN evolve and generate a Turing pattern. Its code is stored in a Pattern Vector at the first occurrence. Each element of the pattern vector contains the Pattern Code and the step of its last occurrence (Occurrence Lag). The Pattern Vector can contain up to 200 items: this number could seem to be very large, but in the first part of the learning phase, the number of emerged patterns is very high, so the Pattern Vector should be large enough to avoid that the frequent substitution of patterns in the table would cause the loss of the learning information. If the pattern vector is full, the new element replaces the least recently used (LRU), i.e. that one with the lowest Occurrence Lag value.

The use of the steady states of a dynamical system implies a form of sensory fusion, i.e. we synthesize lots of heterogeneous sensor information into a single attractor. At each step, the information coming from sensors are fused to form a unique abstract representation of the environment.

A. The Selection Network and the motivation layer

The Action Selection Network associates each element \(q\) of the pattern vector with an action \(A_q\). An action consists of two elements, the module and the phase of the robot movement setting, respectively, the translational step and the rotation. Each element \(q\) of the pattern vector is connected with two
weights, $w_{q,m}$ and $w_{q,p}$, representing, respectively, module and phase of the action $A_q$. In this paper, we keep fixed the weight $w_{q,m} = w_m$ for all the patterns and vary only the $w_{q,p}$ through a reward-based reinforcement learning implemented by a simplified Motor Map (MM) [10], [12]. Emulating the associative learning in animals, we determine the goodness of an action by means of a Reward Function ($RF$) defined as follows:

$$RF = - \sum_i k_i \cdot f_i(e^{d_i}) - h \cdot f_T(|\Phi_T|)$$  \hspace{1cm} (4)

where $d_i$ is the distance between the robot and the obstacle detected by the sensor $i$ ($i = \text{Front}(F), \text{Right}(R), \text{Left}(L)$), $\Phi_T$ is the angle between the robot orientation and the direction connecting robot and target, while $k_i$ and $h$ are positive constants determined in a design phase. The functions $f_i(\cdot)$ and $f_T(\cdot)$ are used to scale all the terms in the reward function. The $RF$ indicates the mission assigned to the robot: in this way it knows what to do but not how to do that. The $RF$ is used to learn the sensing-perception-action cycle by directly driving the association between Turing patterns and actions and indirectly modulating the basins of attraction of the Turing patterns. This modulation is realized by training the sensory layer. In fact the RD-CNN is exploited for its capability to rapidly converge to steady state patterns, with associated basins of attraction. These ones typically depend on the CNN parameters, and so are fixed. In order to add plasticity to them, we act on the afferent association between the stimuli and the CNN itself, by means of a simple associative learning aimed to establish the correct association between the sensorial events and the internal representations. The scope of the learning algorithm is to maximize the $RF$: small absolute values in (4) indicate good situations for the robot. The goodness of an action performed at the step $t$, is provided by $DRF(t) = RF(t) - RF(t - 1)$. A positive (negative) value for $DRF$ indicates a successful (unsuccessful) action. Successful actions are followed by reinforcement, like in the Skinner’s experiments [13].

### B. The Sensing Block

The Sensing Neurons (SNs) are responsible for transforming the incoming stimuli into initial conditions for the RD-CNN which will converge to a Turing pattern. Our choice for the SNs activation function consists in an increasing function constituted of ten variable amplitude steps, $\theta_j$ ($1 \leq i \leq 10$), covering the whole input range $[-1,1]$. At the beginning of the learning phase, all the steps are initialized to uniformly cover the codomain $[-1.2, 1.2]$. At each step, if the performed action has positive effects ($DRF > 0$), then the step amplitude does not change. Otherwise, when the action results to be negative, the step amplitudes are modified randomly (in order to modulate the basins of attraction for the patterns). The idea is that, when the action associated with the previous situation is no longer able to make the robot succeed in accomplishing the current task, a new pattern (situation) should emerge and the suitable action to this new environmental condition has to be learned by the robot. In such a way the sensorial stimuli will be divided into classes, associating different situations with patterns that generate positive actions. The system constituted by the RD-CNN plus the SNs with simple learning can be seen as a unique perceptual system where the pool of neurons within the CNN generates patterns, as steady state solutions of neural lattices. The SNs learn to suitably associate set of environmental conditions to a given pattern.

More in detail, if the action associated with the currently emerged pattern is unsuccessful (i.e. $DRF < 0$), then the learning algorithm for each SN acts as follows:

- determine which of the $RF$ component has suffered the highest decrease (e.g. the component associated with the front side obstacle detector)
- for the selected $SN$ determine the step amplitude $\theta_i$ related to the current input value;
- extract a number $\text{rand}$ from a zero-mean, uniformly distributed random variable $r$;
- if $\text{rand}$ is positive, the ten step amplitudes $\theta_j$ are modified as:

$$\begin{align*}
\theta_j(\text{new}) &= \theta_j(\text{old}) \quad \text{if } j < i \\
\theta_j(\text{new}) &= \theta_j(\text{old}) + \text{rand} \quad \text{if } j \geq i
\end{align*}$$  \hspace{1cm} (5)

- instead, if $\text{rand}$ is negative:

$$\begin{align*}
\theta_j(\text{new}) &= \theta_j(\text{old}) - |\text{rand}| \quad \text{if } j < i \\
\theta_j(\text{new}) &= \theta_j(\text{old}) \quad \text{if } j \geq i
\end{align*}$$  \hspace{1cm} (6)

- the step function is saturated at $[-1.2, 1.2]$.

To guarantee the convergence of the algorithm, the variable $r$ varies in the range $[-h, h]$ where $h$, initially sets to 0.5, decreases at each step with an aging coefficient $h_{\text{new}} = 0.999 \cdot h_{\text{old}}$. The result is that the association between sensorial stimuli and Turing patterns is dynamically tuned by modulating the basins of attraction of the steady state patterns in analogy with the most recent studies and related hypotheses in neurobiology [14], which show how the process of learning situations is obtained modulating the basins of attraction in the dynamical state space of the brain.

More details on the whole mathematical model are given in [6].

### III. COMMUNICATION FRAMEWORK

To improve the performance obtained with a single robot, the problem of interaction in a group of robots has been considered. The basic idea consists in realizing a communication layer used to exchange the successful behavioural scheme learned by each robot. Each robot has an input and an output buffer, used to exchange information in terms of sensorial stimuli and corresponding actions. The final aim is to transform the knowledge acquired by a single robot to the group mimicking a reaction-diffusion process. Two specific situations have been considered as triggering events to activate cooperation: deadlock and target found.

As far as a deadlock situation is concerned, the trapped robot looks for another member of the group randomly selected. The sensory status of the deadlocked agent is transferred to the other that processes this information like in the
case it will be in that conditions. The motor response that arises is then given to the trapped robot that performs this action and then evaluates its new condition in terms of reward function, if the robot obtains an improvement, the action is stored overwriting the old one.

When a robot retrieves a target, it looks for all the robots present in its neighborhood that have collected a lower number of targets. To improve their retrieving capability, it sends the last ten actions performed to the others that store the corresponding perception-action association in their perceptual system. This communication mechanism improves the robot behaviour in proximity of a target increasing its collecting capability.

After each information exchange, the robot that receives the data, is inhibited (i.e. is not able to communicate) for a given time. This refractory period has been introduced to avoid a continuous exchange of data that can destabilize a robot that instead have to perform its own experience to learn by itself and to give its contribution to the group.

IV. Simulation results

The proposed architecture was tested in a simulation environment in which a group of simulated roving robots was requested to perform a food retrieval task.

A. Simulation environment

The software simulation environment, developed in C++, allows to create an arena constituted by walls, obstacles and targets. Moreover, in the arena a series of robots equipped with a distributed sensory system can be simulated. The software interface is shown in Fig. 2. An arbitrary number of robots can be simulated in a given arena, and for the selected robot a number of useful information are given: the shape of the sensory neurons updated during the learning process, the sequence of patterns that emerges, the corresponding action associated through the Action Selection Network and the communication status.

The arena, used for the simulations, has dimension of 440 × 210 pixels² and it is filled by obstacles and a target source. Each robot is equipped with three distance and one target sensors. The front side sensor detects obstacles within a limited range of 40 pixels in a visual field of [−45°, 45°] with respect to the robot longitudinal axis. The other two obstacle sensors have visual field of [−30°, 30°] with respect to the direction orthogonal to each robot side and a detection range of 20 pixels. It is to be noticed that, for all the distance sensors, the output is saturated to the limit of the detection range, so even if no obstacles are detected, the output of the sensor would be 40 pixels for the front distance sensor, and 20 pixels for the other two distance sensors. The target sensor has an unlimited range and provides the angle between the robot orientation and the robot-target direction. All the sensor outputs are scaled in the range [−1, 1]. The scaled sensors are used as inputs for the SNs and the output of this operation is finally assigned as initial condition for the CNN corner cells. In the simulations here proposed, the front, left and right distance sensors are associated to the cells C(1,1), C(4,1) and C(1,4) respectively whereas th target sensor is used to determine the initial condition for the cell C(4,4).

The component of the RF in eq.(4) are defined as:

- \( f_F(e_F^d) = -1/(e^{\gamma_F(d_F+1)}) \)
- \( f_L(e_L^d) = -1/(e^{\gamma_L(d_L+1)}) \)
- \( f_R(e_R^d) = -1/(e^{\gamma_R(d_R+1)}) \)
- \( f_T(\Phi_T) = -1/\Phi_T \)

where \( \gamma_F = 2, \gamma_L = \gamma_R = 3 \) and \( d_F, d_R, d_L \) are the scaled distances detected by the sensors. In the following simulations, the choice for the other parameters in (4) was: \( k_F = 70, k_L = k_R = 40 \) and \( h = 20 \). In this way more importance is given to the contribution of the obstacle information than to the target one, because the former is crucial to preserve the robot integrity. In particular the output coming from the front side obstacle sensor has the greatest weight in the RF.

Through the definition of this reward function, we give to the robot knowledge about the task to be fulfilled, but it has no \textit{a priori} knowledge about the correct way to interact with the environment. So the phase of the actions associated with each pattern is randomly initialized within the range [−20°, 20°].

B. Swarm behaviour

The task assigned to the robot consists in reaching a target avoiding obstacles. The learning phase is performed for 10000 cycles (i.e. actions). The arena used during the training phase consists of sparse obstacles randomly distributed and a target source (see Fig. 3). After reaching the current active target, the robot is freezeed for a given time in order to allow the other robots to complete the mission. When all the robots have reached the target or after the waiting period, a new target is randomly placed in the arena substituting the old one, that is turned off, and all the robots will be attracted. In the following simulations, the waiting time has been fixed to 300 steps.
At the beginning of the learning phase, the robot performs random actions due to the random initialization of the phase weights $w_{p,q}$, which determine the robot heading. During the learning process, the Motor Map-like algorithm corrects the action associated with each pattern.

The foraging task can also be solved increasing the number of robots that concurrently navigate in the environment collecting targets. It is evident that multiple robots perform better than a single one and the cumulative number of retrieved targets is related to the number of robots. Fig. 4 shows the performance comparison in the case of one, three and five robots when communication mechanisms are turned off. When the communication layer is introduced, an evident speed-up in the learning process is obtained due to the possibility to exchange information among the group. Taking into account, also in this case, as performance index the cumulative number of targets retrieved by the group, the improvement in case of three and five robots is shown in Fig. 5 where the average value obtained in a set of five simulations and the bars indicate the minimum and maximum difference among the simulations. NC: communication disabled, C: communication enable.

At the beginning of the learning phase (see Fig. 6 (a)), the robot behaviours are completely unrelated each other. During learning the robots transfer among the group successful relations between perception and actions, this process allows, in some cases, the emergence of collective behaviours like flocking (see Fig. 6 (b)). As demonstrated by these preliminary results, the proposed perceptual architecture has been extended to a group of robots, trying to accomplish a common task, and the global performances can be improved introducing a communication layer.

V. CONCLUSIONS

The emergence of collective behaviours in a group of robots is an important aspect inside the research field of advanced robotics and cognitive systems. In this paper we report the simulation results obtained when a cognitive architecture based on Turing pattern generation, is applied to control each robot of a team performing a foraging task. The results show how
the introduction of a communication layer increase the performance in the team. The communication occurs only in case of highly rewarding events (i.e. target detection) or punishing events (i.e. deadlock situations). Further works will include the extension of this approach to different tasks comparing the results with other cooperation strategies. Other interesting scenarios could include cooperation in garbage collection or specialization of the robot behaviours in order to complete a mission structured in sub-tasks. Another interesting aspect that will be investigated consists in allowing the agent interaction not through direct communication but creating a link through the reward function. In this case the robots should learn to behave in different way, guided by a global reward function that takes into account the contribution given to the mission by each robot. Finally an hardware implementation is envisaged and experiments with real robots in structured and unstructured environments will be carried out.
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